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Document 1 -  Leader - How AI is rewiring childhood 
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AI	translated	our	leader	for	an	eight-year-old	and	drew	a	
comic	strip.	

You can judge the result below. 
 



Document 2 –    I’m an A.I. Developer. Here’s How I’m Raising My Son. 

The New York Times Dec. 1, 2025 
By Soulaiman Itani 
Dr. Itani is an A.I. developer and a single father to a 4-year-old-son 

“Daddy, who is that man?” my 4-year-old son, Omie, asked recently after barging into my office. 

I'm a single father who works mostly from home, and it’s an interruption I look forward to. On video calls with colleagues 
who work around the world, I will sometimes put Omie on my lap and introduce him. 

But this time I wasn’t on a video call. I didn’t know whom he was referring to until I glanced at my screen: It was 
displaying an ultrarealistic avatar with animated mouth movements, part of a project to create A.I. actors with their own 
personalities. Omie had assumed it was a new co-worker. 

I’ve been thinking about that moment ever since. I’m a developer who has led several A.I. projects. I think these 
technologies are important because they can ultimately help us solve some problems more quickly, allowing us to focus 
more of our time and energy on bigger priorities, professional and personal alike. 

Yet even I have trepidations about what kind of future my son will grow up in as A.I. progresses. And I am far from 
alone: In a recent survey, 61 percent of parents said they worry that the increasing use of A.I. will harm students’ critical 
thinking skills. Will using large language models hurt children’s development, or will not using them hinder their future 
employment prospects? 

The future is uncertain, but by fostering critical thinking and creative flexibility in our children now, I think we can help 
prepare them for a future with A.I. 

Someone recently asked me if I will let Omie use ChatGPT when he is old enough to operate a keyboard. As a father, I 
agree with the concerns that large language models tend to short-circuit a child’s thinking processes with easy, unearned 
answers. The instant gratification doesn’t encourage children to solve problems or take pleasure in difficult tasks. I further 
worry about the social effects of A.I. on them, when a child’s peers and mentors are no longer just their classmates and 
teachers, but also automated companions and perfectly engineered online personas. 

I do think I will allow my son to use ChatGPT and similar tools at some point. But when I do, I plan to make sure he 
understands that computers often “learn” the wrong thing from online sources. 

When it comes to Omie’s education, I’ve looked to teaching philosophies that encourage students to ask their own 
questions and design their own investigations. U.S. schools should encourage projects that require students to develop 
reasoned solutions to real world problems. Making ethical decisions and navigating situations in which there’s no single, 
correct answer are things only humans can do. 

At home, I try to help my son respond creatively to uncertainty. A lot of our play is a type of improvisation. Omie creates 
superheroes and villains and their powers, and I challenge them with difficult scenarios. While I do not support the use 
of A.I. as a replacement for creativity, it can be a wonderful complement to a child’s free-form imagination. So we use 
generative A.I. programs to create images to accompany our role-play adventures. 

Part of my job as a tech developer is to advise institutions on A.I. ethics. What limits are fair? How much freedom is too 
much? What happens when the rules conflict with growth?  

Parents need to be part of these conversations and the shaping of regulation around A.I. We should call for companies to 
add mandatory parental controls to their A.I. programs and agents. We should ensure people have control of how A.I. 
uses their personal data, especially when it comes to how these models are trained. 

My hope is that I am building a future for Omie in which A.I. helps create a world where we have two varieties of 
everything: one that is automated and easily created; the other that is painstakingly made only by humans, and is therefore 
cherished. I want my son and his generation to still value human-made movies and other art — while also using A.I. to 
help tell stories about themselves, where they are agile and inventive superheroes, overcoming challenges we have yet 
to imagine. 

   

 

 

 

 



Document 3 -  AI Will Never Be Your Kid’s Friend 
Adapted from The Atlantic   July 11, 2025 
By Russell Shaw 
Russell Shaw is the head of school at Georgetown Day School in Washington, D. C. 

ChatGPT thinks I’m a genius. My questions are insightful; my writing is strong and persuasive. It turns out, however, 
that ChatGPT thinks this about pretty much everyone. Its flattery is intended to keep people engaged and coming back 
for more. As an adult, I recognize this artificial enthusiasm with wry amusement. But what happens when children—
whose social instincts are still developing—interact with AI in the form of perfectly agreeable digital “companions”? 

I recently found myself reflecting on that question when I noticed two third graders sitting in a hallway at the school I 
lead, working on a group project. They both wanted to write the project’s title on their poster board. “You got to last 
time!” one argued. “But your handwriting is messy!” the other replied. Voices were raised. A few tears appeared. 

Ten minutes later, I walked past the same two students. The poster board had a title. The tears had disappeared. 

That mundane scene captured something important about human development that digital “friends” threaten to eliminate: 
the productive friction of real relationships. 

Virtual companions, such as the chatbots developed by Character.AI and PolyBuzz, offer something seductive: 
relationships without the messiness, unpredictability, and occasional hurt feelings that characterize human interaction. 
PolyBuzz encourages its users to “chat with AI friends.” Character.AI has said that its chatbots can “hear you, understand 
you, and remember you.” 

The chatbots’ appeal to kids, especially teens, is obvious. They are programmed to be endlessly patient and to validate 
most of what you say. For a generation already struggling with anxiety and social isolation, these digital “relationships” 
can feel like a refuge. 

As summer begins, some parents are choosing to allow their kids to stay home and “do nothing,” sometimes described 
as “kid rotting.” For overscheduled young people, this can be a gift. But if unstructured time means isolating from peers, 
living online, and turning to virtual companions instead of real ones, children will be deprived of some of summer’s most 
essential learning. Whether at camp or in classrooms, the difficulties children encounter in human relationships—the 
negotiations, compromises, and occasional conflicts—are essential for developing social and emotional intelligence. 
When kids substitute these challenging exchanges with AI “friendships” that lack any friction, they miss crucial 
opportunities for growth. 

Much of the reporting on chatbots has focused on alarming cases. Character.AI is being sued by a mother who alleges 
that the company’s chatbots led to her teenage son’s suicide. The Wall Street Journal reported that, in response to certain 
prompts, Meta’s AI chatbots engaged in sexually explicit conversations with users identified as minors. 

These stories are distressing. Yet they may distract from a more fundamental problem: even relatively safe AI friendships 
are troubling because they cannot replace authentic human companionship. 

Consider what those two third graders learned in their brief hallway squabble. They experienced interpersonal tension 
and ultimately found a way to collaborate. This kind of social problem-solving requires skills that can be developed only 
through repeated practice with other humans: empathy, compromise, tolerance for frustration, and the ability to repair 
relationships after disagreement. An AI companion might simply have agreed with both children, offering hollow 
affirmations without any opportunity for growth. 

When children become accustomed to relationships that require no emotional labor, they may turn away from real human 
connections, finding them difficult and unrewarding. Why deal with a friend who sometimes argues with you when you 
have a digital companion who thinks everything you say is brilliant? 

This friction-free dynamic is particularly concerning given what we know about adolescent brain development. Many 
teenagers are already prone to seeking immediate gratification and avoiding social discomfort. AI companions that 
provide instant validation without requiring social investment may reinforce these tendencies precisely when young 
people need to be learning how to do hard things. 



The proliferation of AI companions reflects a broader trend toward frictionless experiences. Social media enable people 
to filter news and opinions, allowing them to engage primarily with views that echo their own. But human relationships 
are not products to be optimized. They are complex interactions that require practice and patience—and ultimately, they 
are what make life worth living. 

Educators have spent more time in recent years responding to disputes and supporting appropriate interactions between 
students, a shift that likely stems from pandemic isolation and increased screen time. This does not mean we should 
eliminate AI tools entirely from children’s lives. Like any technology, AI has practical uses: helping students understand 
a difficult math concept or providing targeted feedback when learning a new language. But AI companions are 
fundamentally different from educational or creative applications. As AI becomes more sophisticated and ubiquitous, the 
temptation to retreat into frictionless digital relationships will only grow. For children to develop into adults capable of 
love, friendship, and cooperation, they need to practice these skills with other humans—mess, complications, and all. 
Our present and future may be digital, but our humanity depends on keeping our friendships analog. 

 

 

Document 4 –  A thought-provoking tale of friendship and robots 
                                       

Abridged from Gatesnotes 
Gatesnotes is Bill Gates’ blog 

Most fiction about robots seems to fall into one of two categories: stories about how they’re going to kill us all or stories 
about how robots become an integral part of our lives. Although I enjoy the former—the first two Terminator movies are 
classics for a reason, and there are some terrific episodes of Black Mirror that tackle the subject —I’m drawn more to 
books and movies that paint robots in a positive light. 

Robots are going to play a huge role in our future, and fiction is a great way to explore what exactly that might mean. 
So, when I found out that Kazuo Ishiguro had written a new novel about robots called Klara and the Sun, I couldn’t wait 
to pick it up.  

The Klara in the title is an “artificial friend” who provides companionship to a sick 14-year-old girl named Josie. The 
story takes place in a dystopian future where children have been genetically “lifted’ to be smarter. The process of lifting 
is risky, and it’s the cause of Josie’s illness. Children only attend school online, so many kids have robot friends like 
Klara to try and make up for the lack of socialization. 

Klara is programmed to be deeply empathetic and curious about the world. Because the book is told in the first person, 
we see everything from her perspective, which is both fascinating and odd. There are long stretches where you’ll almost 
forget that she isn’t human. 

As I was reading the book, I couldn’t help but think about which parts of it paint a picture of our likely future—and 
which parts were pure fiction. I believe we’ll someday have both companion and utilitarian robots in our lives. Klara is 
mostly a companion. She’s not doing much of what you’d expect from a utilitarian robot, like bringing you things or 
preparing your meals. Her purpose is almost entirely social, and although I don’t know if we’ll ever have robots as 
emotionally sophisticated as she is, we might see pretty good companion robots emerge in the next decade. 

There’s a lot of work going on in this space, especially around companion robots for older people. Loneliness is a real 
health problem in old age that increases your risk of premature death—a fact that has been made more evident by social 
isolation many seniors experienced during the pandemic.  

I’m curious to see whether people will treat these kinds of robots as pieces of technology or as something more. A lot of 
robot stories explore what happens when we start to see them as human. In Klara and the Sun, Josie seems to understand 
that her companion is artificial, but there are some uncomfortable scenes where Josie’s mom starts to treat Klara as 
another daughter.  

Ishiguro certainly makes you think about what life with super intelligent robots might look like. He never claims to be a 
technologist or a futurist, but his perspective on artificial life is provocative nonetheless. At the end of the book, when 
someone asks Klara if she thinks she succeeded at her objective, she says, “Yes, I believe I gave good service and 
prevented Josie from becoming lonely.” In a world filled with stories about killer machines, it was refreshing to read 
about a future where robots make our lives better—even if they complicate things along the way. 

Fin de l’énoncé 


